Zhen Hu

Department of Civil and
Environmental Engineering,
Vanderbilt University,

279 Jacobs Hall,

Nashville, TN 37235

e-mail: zhen.hu@vanderbilt.edu

Sankaran Mahadevan’
Professor

Department of Civil and

Environmental Engineering,

Vanderbilt University,

272 Jacobs Hall,

Nashville, TN 37235

e-mail: sankaran.mahadevan@vanderbilt.edu

Resilience Assessment Based
on Time-Dependent System
Reliability Analysis

Significant efforts have been recently devoted to the qualitative and quantitative evalua-
tion of resilience in engineering systems. Current resilience evaluation methods, how-
ever, have mainly focused on business supply chains and civil infrastructure, and need to
be extended for application in engineering design. A new resilience metric is proposed in
this paper for the design of mechanical systems to bridge this gap, by investigating the
effects of recovery activity and system failure paths on system resilience. The defined
resilience metric is connected to design through time-dependent system reliability analy-
sis. This connection enables us to design a system for a specific resilience target in the
design stage. Since computationally expensive computer simulations are usually used in
design, a surrogate modeling method is developed to efficiently perform time-dependent
system reliability analysis. Based on the time-dependent system reliability analysis, domi-
nant system failure paths are enumerated and then the system resilience is estimated. The
connection between the proposed resilience assessment method and design is explored
through sensitivity analysis and component importance measure (CIM). Two numerical
examples are used to illustrate the effectiveness of the proposed resilience assessment
method. [DOI: 10.1115/1.4034109]
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1 Introduction

Resilience refers to the ability of a system to recover to its nor-
mal operating condition after occurrence of disruptive events [1].
Since the first definition in 1970s, modeling and definitions of
resilience have been widely studied in ecology [2], social science
[3], and economics [4].

Even though resilience has been intensively studied in the
above areas, its development in engineering field is still in the
early stages. Resilience assessment of engineering systems has
gained increasing interest in recent years. From the perspective of
definition, in 2009, the American Society of Mechanical Engi-
neers (ASME) defined resilience as a system’s ability to rapidly
recover to the full function after disruption [5]; Ouyang and Wang
[6] evaluated the annual resilience of a system under multihazard
events; Ayyub [7] proposed a resilience metric by considering the
aging effects and different types of vulnerability and recoverabil-
ity scenarios. Reed et al. developed a method to evaluate the resil-
ience of networked infrastructure [8]. Other definitions of
resilience metrics have also been proposed [7], and a detailed
review can be found in Ref. [9]. From the perspective of applica-
tion, Yodo and Wang [10,11] assessed the resilience of an electric
motor supply chain using Bayesian networks (BNs); Panteli and
Mancarella assessed the resilience of electrical power infrastruc-
ture [12]; Baroud et al. [13] evaluated the resilience of an inland
waterway network based on the CIM method proposed by Barker
et al. [14]; and Spiegler et al. [15] estimated supply chain resil-
ience using a control engineering approach.

The above literature reviews show that current studies of resil-
ience in engineering system have focused on problems related to
supply chains [10,11,15], waterway networks [13], power infra-
structure [12], and civil infrastructure systems [6]. The developed
resilience metrics are difficult to apply in engineering design.
Motivated by filling the gap between resilience assessment and
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engineering design, the first quantitative attempt was made by
Youn et al. [16] in 2011 to develop a resilience-driven design
framework. After that, Mehrpouyan et al. [17] investigated the
resilience of complex engineered system design by employing a
graph spectral approach in the design of system architecture. The
resilience design framework proposed by Youn et al. [16] was
basically designed for prognostics and health management
(PHM), which is associated with the detectability of failure
events. In the method proposed by Mehrpouyan et al. [17], resil-
ience is affected by the physical connections between compo-
nents. In addition, Wang and Li [18,19] studied the redundancy
allocation of an engineering system by considering the failure
interactions; this is also related to resilience since redundancy is
able to increase the reliability and decrease the vulnerability of a
system.

Considering that self-healing is usually difficult for traditional
mechanical systems, the recovery of mechanical systems is often
achieved through repair or replacement. For different components,
the recovery probability, ability, and required time are different.
In this situation, according to the definition of resilience, a resil-
ient mechanical system should be a system that has low quality
loss after recovery and requires a short time to recover. Besides,
there are numerous failure paths for a system with multiple com-
ponents. For different failure paths, the recovery properties are
different. Based on these observations, a new resilience metric is
proposed in this paper. Since resilience is usually time-dependent
and uncertainty is inherent in design, the proposed resilience met-
ric is connected with design through time-dependent system reli-
ability analysis. Time-dependent system reliability computation
requires a large number of runs for realistic systems [20,21]. In
this paper, a surrogate model-based method is developed to reduce
the computational burden. The connection between the proposed
resilience assessment and design optimization is investigated
through resilience sensitivity analysis and CIM.

The contributions of this paper are thus summarized as: (1) the
definition of a new resilience metric, which connects design with
resilience assessment; (2) a new time-dependent system reliability
analysis method for resilience assessment; (3) a strategy for the
efficient evaluation of resilience based on time-dependent system
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reliability analysis; and (4) investigation of resilient design
through sensitivity analysis and CIM.

The remainder of the paper is organized as follows: Section 2
provides background concepts on resilience and time-dependent
reliability analysis. Section 3 presents the proposed resilience
assessment method. Two numerical examples are used to illustrate
the proposed method in Sec. 4. Concluding remarks are provided
in Sec. 5.

2 Background

In this section, we first briefly review two resilience metrics
that have a qualitative connection to design. After that, we sum-
marize the concept of time-dependent reliability analysis.

2.1 Resilience of an Engineering System. Figure 1 illus-
trates a generalized representation of system resilience, which
consists of three key elements, namely, reliability, vulnerability,
and recoverability.

The reliability element is associated with the probability that
the system performs satisfactorily in the presence of disruptive
events. It can be time-independent or time-dependent. High reli-
ability implies low probability of performing unsatisfactorily.
However, high reliability requires large initial investment. The
vulnerability element describes the degraded performance of the
system after disruptive events. If a disruption occurs, a system
with higher vulnerability will have a more severe failure conse-
quence than a system with lower vulnerability. The recoverability
element quantifies how quickly and how well a system can
recover to its normal state after disruption. Inspired by the three
elements of system resilience, various models and definitions of
resilience have been proposed in recent years. Two representative
definitions are the resilience metrics proposed by Youn et al. [16]
and Ayyub [7]. (It should also be noted that robustness is an ele-
ment overlapping between reliability and vulnerability).

In the resilience metric proposed by Youn et al. [16], resilience
is expressed as a function of reliability (R) and restoration (p) as
follows:

¥ = Reliability (R) + Restoration (p) (1)

The restoration is further expressed as a joint probability of
having failure event, correct prognosis, diagnosis, and mitigation/
recovery as [16]

‘“I" =R —+ PI'(ESf)PI'(ECd|E5f)PI'(Ecp|ECdESf)PI'(Emr‘EcpEchSf)
=R + (] - R)PDiagPProgPCm'r (2)

where Eg is system failure event, E¢q is correct diagnosis, E¢p is
correct prognosis, Ep, is mitigation/recovery event, Ppj,, is the
probability of correct diagnosis [22], Ppy is the probability of
correct prognosis [23], and Pcoy 18 the probability of correct
recovery.

The resilience metric proposed in Egs. (1) and (2) focuses on
the restoration of the system using PHM methods. In order to
increase the resilience of a system, the resilience design problem
finally becomes a sensor network design problem, which is associ-
ated with the probability of correct diagnosis and prognosis. How-
ever, the resilience metric given in Eq. (2) does not include the
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Fig. 1 A generalized representation of system resilience
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vulnerability element in Fig. 1. For example, for two systems with
identical reliability and Ppjag PprogPcorr it is apparent that the sys-
tem with lower vulnerability has a higher resilience. But Eq. (2)
fails to represent this situation.

Another resilience metric is proposed by Ayyub [7] as

Y = (Tin + FAT; + R,AT,) /(Tin + ATy + AT,) 3)

where T, is the time instant of failure initialization, T is the time
to failure, 7, is the time to recovery, F is the failure profile, R, is
the recovery profile, ATy is the duration of failure, and AT, is the
duration of recovery. F measures the robustness and redundancy,
and R, measures the resourcefulness and rapidity. As shown in
Fig. 2, three failure events and six recovery events have been con-
sidered in Ayyub’s resilience metric [7].

All the three elements of the original resilience definition in
Fig. 1 have been included in the metric defined in Eq. (3). A
review of other alternative definitions and metrics of system resil-
ience is available in Ref. [9]. From the literature review, it is
found that most of current definitions of resilience metrics have
not been explicitly connected to engineering design. The purpose
of this paper is to develop a resilience metric that can be quantita-
tively connected to time-dependent reliability analysis and design
optimization. In Secs. 2.2 and 3, we first briefly introduce the con-
cept of time-dependent reliability analysis and then propose a new
resilience metric to connect engineering design with resilience.

2.2 Time-Dependent Reliability Analysis. For a response
function G(7) = g(X, Y(7), t) with inputs of random variables
X = [Xy, X2, - -+, X,,], stochastic processes Y(¢) = [Y;(t), Y2(7),

-+, Y1u(?)], and time ¢, the time-dependent reliability is defined as
[24]

R(0, 1) =Pr{G(z) = ¢(X, Y(1), 1) <0,Vr € [0, 7]} (4)

where Pr{-} is probability, “V” means “for all”, and [0, 7] is the
time duration of interest. The corresponding time-dependent fail-
ure probability is given by ps(0, 1) = 1 — R(0, 7).

Time-dependent reliability analysis has been intensively stud-
ied during the past years [25]. The efforts in time-dependent reli-
ability analysis have led to a group of time-dependent reliability
analysis methods, such as the upcrossing rate methods [26], surro-
gate model-based methods [27,28], sampling-based approaches
[24], and composite limit-state function methods [29]. Next, we
develop the proposed approach to perform resilience assessment
based on time-dependent reliability analysis.

3 Resilience Assessment Based on Time-Dependent
System Reliability Analysis
In this section, we first propose a new resilience metric for an

engineering system. After that, we discuss in detail how to evalu-
ate the resilience based on this metric.

3.1 New Definition of Resilience Metric. Considering the
fact that Youn’s resilience metric [16] can effectively represent
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Fig. 2 Resilience considering different failure and recovery
paths
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resilience in terms of probability, we propose a new resilience
metric by extending Youn’s resilience metric [16] to incorporate
vulnerability and the effect of uncertainty in recoverability.

We start to explain the proposed new resilience metric by
investigating the resilience of a specific system without consider-
ing uncertainty. For a specific system, as shown in Fig. 3, consider
a certain quantity of interest (Qol). The Qol can be system per-
formance, economic value of the system, or other quantities. Sup-
pose the Qol decreases over time from its original state Qy, and at
a certain time instant #¢, the QoI suddenly decreases from Q(#;) to
0. < Qp (Qol after failure) due to disturbance or failure of the
system. The quality loss due to the disturbance is
Qioss = O(tr) — Q.. After the disturbance, the recovery starts to be

1, if the system is safe

Qr - Qe - é([r

‘{, = I Qrecover

active. Recovery has three elements: (1) can the system function
be recovered or not, (2) how much can it be recovered, and (3)
how long does it take to recover. If the system can be recovered,
the recovery activity is performed immediately, and the system
recovers to O, < Qo without taking any time (immediate recov-
ery), the recovered Qol is then Qrecover = O — Q.. If it takes
some time for the system to recover (normal recovery) and the
system is recovered at time instant 7, the recovered Qol is then
Orecover = Qr — Qe — O(tr — 1), where Q is the average quality
loss during recovery used to account for the required effort for
recovery.

Based on the above discussion and basic definition of resilience,
we define the resilience of such a specific system as follows:

— [f) Vr— Ve — V(lr — lf)

&)

recover = ILiecover
Qloss

o(tr) — Qe

where Iiecover = 0 means the system function cannot be recovered,
ILrecover = 1 indicates the system function can be recovered, Q(¢) is
the Qol at time instant 1, v(t) = O(t)/Qo.vr = Or/Qo,
ve = 0./Qo, and v = 0 /Qy are the remaining performance ratio
at t; before disturbance, recovery ratio, the remaining performance
ratio after disturbance, and average performance loss ratio per unit
time during recovery process, respectively. ¢, = t; corresponds to
the situation of immediate recovery. The three elements of recovery
are represented as Irecovers Vr, and (¢, — tf) in the above equation.
The resilience metric given in Eq. (5) for a specific system is
similar to the resilience metrics defined in Refs. [14,30]. When the
metric is applied to the design of a component, the uncertainty in the
design and working environment need to be considered. Note that
for a performance curve as shown in Fig. 3, it corresponds to a resil-
ience value as given in Eq. (5). Due to the uncertainty in design,
there may have a lot of different realizations of the performance
curves, which means uncertainty in resilience. In order to quantify
the resilience of a design over a time duration of interest [0, 7], we
use the expected resilience value. After considering the uncertainty,
the proposed new resilience metric for a component is defined as
V(1) = Pr{Ey}(W(1)|Est) + Pr{Eg } (W (1) |Esr) (6)
where Eg is the event of failure, Pr{E} is the probability of no
failure, W (¢)|E is the resilience given that the component is safe,
which is 1 according to Eq. (5), and W (¢)|E is the resilience
given that failure occurs, which is given by

W (1)|Es = Pr{Recovery| E¢} (¥ (¢)|Recovery, Eq)
— P, J; Jr 0 (1.0) vi—ve—v(-17)

V(T) — Ve

7
dldr @

Recovered state (immediate recovery)
Recovered state (normal recovery)

Tt i e |

0| t t t=

r

Fig. 3 lllustration of system Qol with failure and recovery
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= Irecover , otherwise

(i) — ve

where P, = Pr{Recovery|Ey} is the probability of recovery
given that the component is failed, which is a probabilistic form
of Irecover defined in Eq. (5), (W (¢)|Recovery, Eg) is the resilience
given that the component is failed and can be recovered,
Jo [ fira (2. Oy = ve = ¥(L — 1) /v(t) — ve]dldt is the expected
resilience by considering the uncertainty in #r and ¢,, and £, , (, ()
is the joint probability density function (PDF) of #; and ¢,. The dis-
tribution of # can be obtained using the time-dependent system
reliability analysis method presented in Sec. 3.2.

Combining Eqgs. (6) and (7), we have the resilience for a com-
ponent as

‘P(’) - Pr{Esf} (li—’ ([) |Esf) +Pr{Esf} (li‘ (t) |Esf)

=R 0,0+ (1RO [ [ 00072120

YD) —ve dtde

®)

in which R(0, ) is the time-dependent reliability of the
component.

For the sake of illustration and explanation, in Secs. 3.2 to
3.4, we assume that v(tr) = Q(tr)/Qp =1 (i.e., no performance
degradation if there is no failure). Equation (8) can then be
rewritten as

W(r) =R(0, 1) + (1 = R(0, 1))Pre (v{_;vve 1 jv

XLﬁﬁth@fﬂﬂﬁ>

. — Ve — VAL
= R(0, 1)+ (1 = R(0, 1) Pre "=
— Ve

in which Ar = [j ['f, . (t,0)({ — t)dldx is the expected recovery
time.

Since Q, < Qp and Q, < Qp, we have v, <1 and v, < 1.
R(0, 1), v, and ¥ may be affected by the redundancy of a system
since redundancy will reduce the Qol losses due to failure and
during recovery. In this paper, the resilience metric is proposed
without considering the effect of redundancy. Redundancy can be
considered in the proposed resilience metric by studying its effect
on R(0, t), v, and ¥ in future. Analysis of Eq. (9) shows that: (i)
when the component is completely reliable (R(0, t) = 1), the
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resilience is also unity; (ii) when the reliability is zero
(R(0, t) = 0), ¥(¢) is governed by the recovery probability (Py.),
recovery time (Af), recovery ratio (v,), and vulnerability which is
represented as the remaining performance ratio after failure (v,);
(iii) when the recovery ratio is unity (v, = 1) and reliability is
zero, W(¢) is mainly affected by the recovery time (A¢).

When the resilience is considered for a system of multiple com-
ponents, the above resilience metric needs to be extended further.
The failure of one component may or may not result in the failure
of the system. In other words, there are many possible mutually
exclusive failure paths for a system with multiple components.
For example, an automobile vehicle may fail due to the failure of
tires, failure of engine, or failure of transmission. The failure con-
sequences, the required effort of recovery, and the probability of
recovery are different for different system failure paths. Note here
that the system failure paths are termed as mutually exclusive
because any failure region can be decomposed into mutually
exclusive failure segments. For instance, there are three mutually
exclusive failure paths (AB, AB, and AB) for a series system with
two components A and B. Similarly, a parallel or combined system
can also be decomposed into mutually exclusive failure paths. Based
on the mutually exclusive failure paths, Eq. (9) is rewritten as

Ny
— R,(0, t))Z[Pr{Recovery|EF5,7 Eg}

i=1

(1) =R,(0, 1) + (1
X Pr{Egs, |Es },]
Ny
=R,(0, t) + Z[FS,I'(O’ t)Pr{Recovery|Es,, Es }¥]
i=1

(10)

where R,(0, ) is the system reliability over time interval [0, ],
EFrs, is the event that failure path i occurs, Pr{EFrs,|E } is the prob-
ability that the system fails through failure path i,
Pr{Recovery|Egs,, Es} is the probability that the system recovers
from failure path i, Ny is the total number of mutually exclusive
failure paths, ; is the system’s resilience to the ith system failure
path, and Fs;(0, ) and y; are given by

Fsi(0, 1) = (1 = Ry(0, 0))Pr{Eps,|Est } (11)
Ny
> Fsi(0, 1) =1-R(1) (12)
i=1
|
(i)
Ni i
Y(r) = 01+Z Fsi(0, 6) [ ] Pre (Fingex(

J=1

Equation (17) indicates that four main elements are required to
evaluate the resilience of a system. The four elements are (i) reli-
ability of the system, (ii) probability of having different system
failure paths, (iii) probability of recovery of different system fail-
ure paths from failure, and (iv) Qol loss due to different system
failure paths.

It can be seen from Eq. (10) that the proposed resilience metric
has a form similar to Youn’s resilience metric [16] as presented in
Eq. (2). However, there are mainly three differences between Eqs.
(2) and (17): (i) the resilience is expressed as a time-dependent
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and

lﬁi = (V,;’,' — Vei — VAZ‘,')/(]
in which v, ;, v.;, and At; are the recovery ratio to the system ini-
tial performance Qp, remaining ratio to Qp, and the expected
required recovery time of the ith failure path.

Let the number of failed components in system failure path i be
ng’, we have

— Vei) 13)

(i)
n;

Pr{Recovery|Fs,, Est} = HPrE(Findex(i)) (14)
=1
n;” /('J
vei=1— Z(l — v,(Fi"““(m) Zv Fies (1) ,
Jj=1 j=1
9
= Z At(F{"dexU)) (15)
J=1
'1;’) ;
Fio( i
Vei = 1— Z(l _ Vg mdex(l))) Z g index U (16)

J=1

in which P.(k) is the recovery probability of the kth
component, I} ;. is the vector of failed component indices of the
ith system fallure path, v, is the recovery ratio to Qp of the kth
component, Ar®) is the expected required recovery time of the
kth component, and v< ) is the quallty remaining ratio to Qg of the
kth component. Note that v,( , A and vg ) are used as constants
for a component £ in this paper for the sake of illustration. They
can also be treated as random. P (i) and the quality recovery
ratios and times can be obtained from the failure modes and
effects analysis (FMEA) for the system. Besides, P (k) can be
expressed as Pre(k) = Ppiag (k) Pprog (k)Pcorr (k) to connect the pro-
posed resilience metric with the metric given in Eq. (2).

Combining Egs. (10)—(16), we have the proposed new resil-
ience metric as

)

n

(VI(F:,.M )

1

o VSF:ndcx( ) vAt( mdcx ))

~.
I

: a7
f

V

n

lndcx

J=1

function in Eq. (17) while Eq. (2) is time-independent; (ii)
The term PpiyePprogPcorr given in Eq. (2) is combined into
one term P, in Eq. (17) and is expanded into

Zf-vzfl [FS,,-(Q t)( 751 Pre(F{ndex(j)))} by investigating the
effects of different mutually exclusive system failure paths; and
(iii) Eq. (17) has an extra term (v,; — v.; — VA#;)/(1 — v,;) to
include the vulnerability element within resilience assessment.
Besides, the investigation of effects of different failure paths on
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the probability of recovery also incorporates vulnerability into
resilience evaluation.

The resilience defined in Eq. (17) is bounded in the interval
[0,1], with 1 indicating high resilience of the system and 0O indicat-
ing low resilience. Before applying the proposed new resilience
metric to engineering design, there are three main challenges that
need to be solved.

(1) Computationally expensive simulation models are usually
used to predict the system response. Since time-dependent
system reliability analysis is required in Eq. (17), how to
efficiently estimate Ry(0, 7) and Fs;(0,1),i=1,2, ---, Ny
over [0, 7] is the first challenge.

(2) A system with multiple components may have many mutu-
ally exclusive failure paths, which are required in the pro-
posed resilience assessment. How to efficiently enumerate
these mutually exclusive system failure paths is the second
challenge.

(3) Given the resilience metric defined in Eq. (17), how to effi-
ciently perform resilience assessment and how to connect
the resilience analysis with design is the third challenge.

In this paper, a new time-dependent system reliability analysis
method is developed to address the first challenge. Based on the
system reliability analysis method, the second and third chal-
lenges are solved as well.

3.2 Time-Dependent System Reliability Analysis. Time-
dependent system reliability analysis provides R(0, ) and
Fs;i(0,1),i=1,2,---, Ny, required in Eq. (17). During the past
decades, only a few methods have been reported for time-
dependent system reliability analysis [20,31,32]. Most of the
reported system reliability analysis methods rely on the first-order
reliability method (FORM). In this paper, to remove the limitation
of FORM and yet be computationally efficient, a recently devel-
oped single-loop Kriging (SILK) surrogate modeling method is
employed and extended for time-dependent system reliability
analysis [33]. Note that failure sequences and brittle failure events
[34] are important issues for time-dependent system reliability
analysis. In the case of ductile failures, the overall system limit
state is not affected by the sequence of component failures [35].
However, in the case of brittle failures, the failure of a component
changes the limit state functions of the other components; as a
result, the overall system limit state is dependent on the failure
sequence [35]. Consider a two-bar system with brittle failures as
shown in Fig. 4. Two failure sequences are possible (as in
Fig. 4(c)), and the corresponding reliability block diagram (RBD)
is shown in Fig. 4(d) [36]. The time-dependent system reliability
method discussed in this paper is applicable when the sequences
are identified and the RBD is available. In large systems with mul-
tiple components, dominant failure sequences may need to be
identified using a branch-and-bound technique [34] or adaptive
sampling [34].

For series and parallel systems, the time-dependent system fail-
ure probabilities are given by

P 0, 1) = Pr{Ugi(X, Y(t;), ) > 0, 35 € [0, ]} (18)

pE0, 1) = Pr{ng(X, Y(r), ©) > 0, I € [0, 4} (19)

1 2

(a)
a

S

QQ
(b) (c) ()

Fig.4 A system with brittle failure events
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where “U” is “union,” “N” is “intersection,” and g;(X, Y(1;), 7;)
is the limit-state function of the ith component.

In the context of surrogate model-based reliability analysis,
methods have been proposed to construct a single extreme value
surrogate model for system reliability analysis [37,38]. The
extreme value surrogate model may be highly nonlinear. In this
situation, building surrogate models for individual limit state
functions is a promising way. In this paper, we therefore build a
surrogate model for each individual limit state function and the
SILK method is employed for the surrogate modeling. The origi-
nal SILK method only focused on the estimation of pf(0, 1),
which is point estimation. For different time intervals, surrogate
models need to be constructed repeatedly to obtain the failure
probability up to [0, 7]. In this section, we first briefly review the
SILK method. Based on that, we modify the original SILK
method to efficiently estimate ps(0, 1), 7€ [0, and
Fs;(0,1),7€10,1,i=1,2, -, Ny. By doing so, we can evalu-
ate the resilience up to [0, 7] with just one surrogate model.

3.2.1 A Brief Review of SILK. In SILK [33], a single surrogate
model G = g(X, Y, ¢) is built using the Kriging surrogate model-
ing method for time-dependent reliability analysis. An initial sur-
rogate model G = g(X, Y, 7) is built. After that, the surrogate
model is refined adaptively based on a learning function and a
convergence criterion. In order to refine the surrogate model, the
time interval [0, 7] is discretized into N, time instants, and Nycs
samples are generated for X and Nycs trajectories are generated
for Y(f). For any given sample point [x() y@ ()
W), i=1,2, -, Nyucs; j=1,2, ---, N, from the Kriging sur-
rogate model, we have

G ~NEEY, yO (@), ), ad(x0, yO (@), 7)) 0)
where N E~, -) stands for normal distribution, g(x(®, y@ (1)), 0))
and o2 (x'V, y@(:)), 1)) are mean and variance of the prediction,
which are obtained from Kriging surrogate model [39], and
y@ (1) is the ith trajectory of Y(¢) at time instant V).

During iterations of the surrogate model training, the quality of
the Kriging surrogate model is checked using the following con-
vergence criterion [33]:

max

gt =

max  {|Np,
N;ze[O,N/z] /

—Nj|/(Np1 +N;) x 100%} (1)

where Nyj = SIS [1(i) and Ny = S0 (i), 1,(i) and L (i),
Vi=1,2, -+, Nycs are given by

L) = L, if maxre[t(.,tp]{é(x(l—)u y([)(t)a 1)} > 0and Upin (i) > 2
! 0, otherwise

(22)

i) = 1, if max,ey,, . {&(x7, yO(2), 1)} > 0and Upin (i) < 2
z 0, otherwise

(23)
in which
Ue, lfg(x(’)7 y(’)([(/))7 [(/)) >0
and U0,y (), 19) 22,3/ = 1,2, -, N,

minj_y o .. v, {Ux?, yO (), 1U)}, otherwise
(24)

Umin(i) =

where u, is an arbitrary constant

¢ e 1 1 larger than 2 and
U(x®, y@(0), 1)) is given by [33]

U(xm, y (,(/‘))7 ,(/)) — \g(x(’), y (t(/)), l@)\/ffg (X(i>’ y@ (,(/‘))7 ,(/'))
(25)
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If &' is less than a specific requirement (say 5%), the time-
dependent failure probability is then estimated by [33]

Nmcs
¢ (1 I ( 26
(to, 1, Z ,?l,f’,f{g yO0), 0}) (26)
where
X 5 (x() (i) _ l,ifmaxte[,oy,ﬂ]{g(x(’) y(i)(t)vt)}>0§
I (45 0.0)) = {3 e

@0

If & is larger than the accuracy requirement (say 5%), a new
training point is identified by

X — [X<i|IC\\'>, y(iHCW) (t(i[new))’ [( ne\x)} and max{p( 3)} < 0.95

(28)

new7

where x* is a matrix of current training points and p(xl,,,, x*) are
the correlations between the new training points and current train-
ing points, ey and i, are indices obtained by

ey = argmin {U(x), ye) (10, 10}
i=1,2,-,N;

(30)

A detailed description of SILK is available in Ref. [33].

3.2.2 Time-Dependent System Reliability Analysis Based on
SILK. As discussed above, the original SILK method only focuses
on estimating ps(0, ¢) instead of ps(0, ), T € [0, 7]. In order to
accurately estimate pr(0, 1), © € [0, 7], the first-passage boundary
needs to be accurately modeled in the surrogate model
G =g(X,Y, 7). It also implies that for every trajectory of the
response function, the sign of points close to the first-passage
point as shown in Fig. 5 needs to be accurately classified.

Assume that the first-time passage occurs at time instant g,
the event of accurately classifying the sign of the first-passage
point in each trajectory can be expressed as

{¢(x, ¥(v),
{the sign of g(x

T) S 0|g(X, y([ﬁrsl)7 Zfirst) > 07 vt S [O lfirst}}m
, ¥(7), 1) isaccurately classified, Vt € [0, #first] }
31

Based on Eq. (31), the U, defined in the original SILK

Inew = argmin  {Upin(i)} (29)  (Eq. (24)) is modified as follows:
i=1,2, -, Nyics
ming_y o .. {UXYD, yO0), 10)} if g(xO, y@ (¢0), 1) > 0
Unin(i) = { and U(x, <">(z<i>) t0>) >2,3=1,2,---,N, (32)
minj_; 5. v, {U(x?, yO (29)), 19}, otherwise
. . .. N
The other steps of SILK remain the same as in the original Ink, ©) = T [ £k, ©) 34)

SILK method. From the individual surrogate models constructed
from SILK, the failure or safe states of individual components can
be obtained. In order to perform system reliability analysis based
on the surrogate modeling, the following Boolean functions are
defined according to the RBD of the system. For a series system
with N, components, the Boolean function for the kth realization
of the system over time interval [0, 7|, T < ¢ is given by [20]:

Ne
Ig(k, 1) = > Lk, 7) (33)
i=1

where Ig(k, 7) is the system failure indicator for the kth realiza-
tion of the system with Ig(k, ) >0 indicating failure and
Ig(k, T) = 0 indicating success, I ;(k, ) is the failure indicator of
the ith component over time interval [0, 7], T < ¢, and I, ;(k, 7) =
1 indicates failure and /;;(k, ) = O indicates success.

For a parallel system, the corresponding Boolean function is
given by

A
g(x,y(0),1) First-passage point

Threshold
r'd

Fig.5 First-passage point of a realization for given X =x
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i=1

For a combined series and parallel system, the system Boolean
function is defined according to the system topology based on
Egs. (33) and (34). For instance, for the kth realization of a com-
bined system as shown in Fig. 6, the Boolean function is defined
as

<H1s, k, z) + Lo (k, 15k, 1)

+15'1(k, [)15"3(]{, I) 3'4(/(, I) 35)
Once the Boolean function is defined for the system, the system

failure state can be identified based on the states of individual

components and the system failure probability is estimated as

Nwmcs

pr(0,7) = Lys(Is(k, 7)) /Nucs, VT €0, ]
k=1

(36)

Fig. 6 An example of a combined system
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where Iy (Ig(k, 7)) =
= 0, otherwise.

By implementing a similar procedure, we can also estimate
Fs;(0,1),i=1,2,---, Ny. However, there is a challenge that the
number of failure scenarios (i.e., Ny) will increase exponentially
with the number of components. This makes it almost impossible
to get all Fs;(0,¢),i=1,2,---, Ny. In Sec. 3.3, we will discuss
how to perform resilience assessment by overcoming this
challenge.

1, if Ip(k, 1) >0 and Iy (Ig(k, 7))

3.3 Resilience Assessment. According to the resilience met-
ric defined in Eq. (17), the first step of resilience assessment is to
identify all the mutually exclusive system failure paths. A possible
way of achieving this purpose is to use the binary decision dia-
gram (BDD)-based method as presented in Ref. [40]. From the
BDD, the mutually exclusive failure paths can be identified effi-
ciently. However, for some failure paths, there are still a lot of
possible failure paths. In the proposed resilience metric, all the
failure paths need to be identified. This is not practical for a sys-
tem with a large number of components even if the BDD-based
method [40] is employed.

Nwmcs

Ny Elf (Ut ) ")

Since a surrogate modeling-based time-dependent system reli-
ability analysis method has been developed in Sec. 3.2, Monte
Carlo simulation (MCS) can be performed on the individual surro-
gate models to evaluate the failure states of individual compo-
nents. Based on MCS, the dominant system failure paths can
be easily enumerated. In this paper, the abovementioned challenge
is therefore solved using MCS-based method by taking advantage
of the developed surrogate modeling reliability analysis method.
The reason that the MCS-based method can be used to solve the
above challenge is that F;(0, 1), 7 € [0, 7] can be written as
follows:

Nwucs

Zlf (G, 7)/Nves — GB7)

Fs;(0, 1) = nf,i/NMCS

where ny; is the number of failed system realizations through the
ith system failure path, and I;(j, 7) is the failure indicator func-
tion of the ith failure path at the jth random realization.

The resilience W(¢) (Eq. (17)) can then be estimated based on
the modified SILK as below

9
( niex)) (Pl ()
a P

Jj=1

— A Fhien U )))

\P(T) = RS(O’ T) + Z HPre mdex .

Nmcs el

Defining

(i) i

Iy
Floge U
mdex r

J=1 J=1

Fae D) _ 5 A (m) /

(i)

E V mdex

J=1

n}” , Yrelo,1 (38)
V mdcx

j=1

Eq. (38) is rewritten as
1 Nmcs
Y(1) = Ry(0, 1) + a(j), VvVtel0,t 39
O =R+ > al). Vel

where @(j) = Y Iri(j, 7)ay.

The above equation indicates that we need to compute the value
of @(j) for each failed random realization. Based on the definitions
given in Egs. (14)—(16), we then have

0 ifIg(j, 1) =0
o)
i fail () ) (1 1
a(j) _ HPre( fml ) Z(V,(Fh\‘l(k)) _VSqu(]ﬁ)) VA[( o ( )) —_— otherwise (40)
k=1 N il ()
FY (k
nily — VS w®)
k=1
in which Flg’azl(k) k=1, ng)ﬂ is the vector of failed compo- With all the methods proposed from Secs. 3.1 to 3.3,

nent indices and ngul is the number of failed components in the jth

failed random realization. Note that failure indicator and failed
indices are discussed at the component level in this paper, the fail-
ure indicators of component-level failure modes need to be con-
verted into failure indicator of components if a component has
multiple failure modes.

Journal of Mechanical Design

Y(1), T € [0, 7] of a system can be estimated. Table 1 summa-
rizes the main procedure of the proposed resilience assessment
method.

3.4 Resilience Sensitivity Analysis and CIM. In this section,
the relationship between design variables and the proposed
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Table 1 Main procedure of the proposed resilience assess-
ment method

OJ [/‘_],'(Z, l‘)fz(l7 p.)dz
o

Step Description

1 FMEA to obtain the data of recovery and quality loss ratio due to
failure

2 Surrogate model training using the modified SILK method (Sec. 3.2)

3 Define Boolean function for system reliability analysis based on RBD

4 Evaluate the resilience based on the method presented in Sec. 3.3

resilience metric is investigated through resilience sensitivity
analysis and CIM.

3.4.1 Resilience Sensitivity Analysis. Assume that the design
variables are the mean values of random variables and are denoted

as = [i, iy, -+, i4,,], the resilience metric given in Eq. (17) is
written as
V0 =1~ | e il Wi
Qs
Ny

+ ZaiJ Isi(z, 1)fz(z, p)dz 41)
Q,

i=1

where z is a realization of random variables Z, I5(z, t) is the sys-
tem failure indicator over [0, ], fz(z, p) is the joint PDF of Z
under given p, Iy;(z, t) is the failure indicator of the ith system
failure path over [0, 7], and Qg and Qg, are failure domains of the
system and the ith system failure path, respectively.

It should be noted that when stochastic processes Y(7) are pres-
ent in the problem, a stochastic process Y;(f) needs to be con-
verted into independent random variables first using the
Karhunen-Loeve (K-L) expansion as follows:

n,

Yi(t) = uy, () + o, (¢ Z\F Efi(t) (42)

in which iy (f) and oy, (f) are the mean and standard deviation of
Yi(1), &, j=1,2,---, n, are independent random variables, /;
and f;(¢) are the eigenvalues and eigenvectors of the covariance
function of Y;(¢), and n, is the number of eigenvectors used to rep-
resent the stochastic process.

Based on the K-L expansion, Z = [X, &] includes not only the
random variables X but also the expansion random variables &.
Since a surrogate model is built as a function of X, Y, and ¢ in the
SILK method, z needs to be transformed into values of x and y
through z — Eq.(42) — x, y to obtained the Is(z, t) and Iy ;(z, 1)
in Eq. (41). With the expression given in Eq. (41), the resilience
sensitivity with respect to y; is given by

oY
3,11(;) = faj -Is(z, Ofz(z, Wydz/ o
Z%( J [fl Z t)fz(l p)dz/@ul> (43)
Qs,
Since Is(z, 1) = Zlf,(z 1), Eq. (43) is simplified as
oY (1) _ J Zlf' z, 1)(1 —a;) z(z, n)dz o,
a:ui Qs; =
(44)

SV

Ny
= —Z(l —a;) (3[
i=1 v

The differentiation term in Eq. (44) can be rewritten using
Leibniz’s rule as below [41,42]

I i(z, Ofz(2, u)dz/@,u,—)
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=FEz |l ;(z, t
Oy 2l 1) oy

dlnfy(z, u)} 45)

where Ez[-] is expectation and Olnfz(z, p)/Oy; has analytical
expressions for some distributions. For example, when the distri-
bution is normal, we have
dnfz(Zi, 1) /O = (z: — 1)/ o;
in which o¢; is the standard deviation of the normal random
variable.
Since MCS based on surrogate modeling is used to estimate the

time-dependent system reliability and probabilities of different
system failure paths, Eq. (45) is estimated using MCS as

(46)

0| buta. u(a. wa

1 Nues -\ Olnfy(z,
Qs; _ Z ]f_i (Z(j)7 l) fZ( l’«)
Oy Nmes = Oy 2=20)
@7

Substituting Eq. (47) into Eq. (44), we have the resilience sensi-
tivity as

OV ( Nucs Ny

o NMCSZZ L-a Ifl

) [) J0lnfz(z, p)
’ E),Ltl- z=20))

(48)

Ny .
Defining @pew (j) = X:I_,c,,-(zw7
ience sensitivity as =1

1)(1 —a;), we have the resil-

OV 1 NMCS a1
O__ g () 022 1) )
o Nwcs 45 ou; =2
and
— ) 0,if IB( (] ) =0
new (/) = { 1—a(j), otherWISe G0

where a(j) is given in Eq. (40).

3.4.2 Resilience CIM. CIM [43] was originally developed to
measure the importance of a component to the system reliability.
In this paper, the CIM is extended to resilience analysis of a sys-
tem based on the proposed resilience metric. In the resilience
CIM, we are interested in the effect of the resilience of component
i on the resilience of the system. Since the proposed resilience
metric includes two parts: reliability and restoration as shown in
Eq. (17), the resilience CIM is defined as

AY;(1)

=AY} (1) + AYi (1) (51)

where AW(¢) is the resilience difference given that component i
is safe and AW/ () is the resilience difference given that the recov-
erability of component i is one.

AWi(r) and AW} (r) are given by

(Y|l =0)

(1) = (FOIP(i) = 1,1)

AY(1) = - ¥ () (52)

=1, A =0} —¥(r) (53)

Based on the resilience CIM, the importance of each compo-
nent to the resilience of the system can be analyzed. In design for
resilience, we could allocate different resilience levels to different

components based on the CIM [44].
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4 Numerical Examples

In this section, a roller clutch without brittle failure events and
a cantilever beam-bar system with brittle failure events are used
to demonstrate the proposed resilience assessment method.

4.1 A Roller Clutch. An automotive roller clutch as shown
in Fig. 7 is adopted from Ref. [29] as our first example. For proper
operation of the clutch, three performance functions, namely, con-
tact angle, torque capacity, and hoop stress, need to be verified
during the clutch design. A proper contact angle ensures that the
clutch will not be scraped. A requirement of torque avoids the sit-
uation that the clutch is locked. The hoop stress requirement guar-
antees the fatigue life of the cage [29]. The clutch will fail if any
of the three requirements cannot be satisfied.

The relationship between the contact angle o, the torque 7}, the
hoop stress g, and the geometry of the clutch is given by [29]

o =cos ! ((Dy + d)/(Din — d)) G4
Ty = 4L(0./c1)’ (D%d/(4(Dy + d)))
x\/1 = ((Dy +a)/ (D — d))? (55)
and
01 = 4(0./(2m¢1))Dyd(Dys + d) (D2, + D)/
% [(Dy + d)(Din — d)Din (D} — D},)] (56)

in which L =80mm, o. =3790MPa, ¢; =0.25/nE/2(1 — 0.292),

and o, =207 GPa.

Due to surface wear and corrosion, the dimensions of the clutch
are decreasing over time. We have Dy(t) =DY(1 — kr),
d(t) = d°(1 — kt), and Dj,(t) = DY (1 — kt), where D?,, d°, and
D0 are the initial dimensions of the hub roller, and inner diameter
of the cage,and k =1 x 10™*m /year is the dimension decreasing
rate. Based on the requirement of contact angle, torque capacity,
and hoop stress, the following time-dependent failure probabilities
are defined:

pri(0, 1) = Pr{a = cos™'[(Dy(1) + d(1))/(Din(z) — d(x))]
—0.11 >0.03, 3 € [0, 1]} (57)

pr2(0, 1) = Pr{oc = 0.11 — cos ' [(Dy(7) + d(1))/(Din(7)
(1))] > 0.03, It € [0, 1]} (58)
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Dy (r)d(1)
4(Du(7) +d(1))

Dy(7) 4 d(z)\?
X,\/l_ (W—d(r)) >0, 3t o, r]} (59)

3
(98]
(=)
\'}
/—’H
(98]
W
(e}
O
4;
h
N
K
~~—
[SS]

and

B 4 (o.\ Du(1r)d() Dy (1) +d(7)
Pra(0, ) = Pr{Zn ( ) Dy (7) + d(7) (Din(7) — d(7))Din (1)
D? +1)2 (t

out ) (9
—ou T2l 398 % 106 > 0, I € [0, z}} (60)
D3, — (T)

In the above time-dependent failure probability expressions,
pr1(0, 1) and py (0, ) are related to the contact angle, ps3(0, 1) is
related to the torque capacity, and ps4(0, 1) is related to the cage
stress. Table 2 gives the random variables of the roller clutch
example. The Qol of the clutch is torque. There are three types of
components: roller (ps1(0, t) and ps> (0, 1)), hub (ps3(0, 1)), and
cage (pr4(0, 1)). The average quality loss rate (v = Q/Qy) during
revoery is assumed to be 0.2/year. Table 3 gives the assumed data
of the three types of components for the resilience assessment of
the roller clutch.

Following the procedure given in Table 1, we first construct
surrogate models for the limit-state functions given in Eqgs.
(56)—(59) using the modified SILK method. Table 4 gives the
number of function evaluations (NOF) required for each limit-
state function.

Figure 8 plots the comparison of time-dependent system failure
probability obtained from the modified SILK with Kriging surro-
gate model and MCS. It shows that the modified SILK method
can accurately estimate the time-dependent system failure proba-
bility. We then perform resilience assessment for the roller clutch.
Figure 9 gives the resilience of the roller clutch over 20 years.
Along with the resilience curve, we also plot two realizations of
the system performance curves with failure events. In each indi-
vidual realization, the system performance is recovered to a par-
ticular value after failure due to the recovery activity. Comparing
Figs. 8 and 9, it can be found that considering the recovery activ-
ity has increased the resilience of the system.

Table2 Random variables of the roller clutch example

Variable Distribution Mean Standard deviation
Dy (mm) Normal 120 0.05
DY (mm) Normal 101.59 0.05
DY, (mm) Normal 55.49 0.05
d" (mm) Normal 202.75 0.05
Table 3 Recovery data of the roller clutch
Pre Ve (Qe/QO) Vr (Q//QO) A[ (yr)
Roller 0.9 0.7 0.9 0.05
Hub 0.8 0.65 0.95 0.1
Cage 0.6 0.75 0.9 0.08
Table 4 NOF required for each limit-state function
Limit-state 1 2 3 4
NOF 58 90 87 55
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Modified SILK
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Fig. 10 Resilience sensitivity of roller clutch
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Fig. 12 A cantilever beam-bar system

We also perform resilience sensitivity analysis for the mean
values of Dy, D?n, DQ,, and d° and resilience CIM using the
method presented in Sec. 3.4. Figures 10 and 11 plot the results of
resilience sensitivity analysis and CIM over different time inter-
vals. The results show that the resilience is the most sensivity to
the mean of d°. With the increase of time duration, sensivities of
Douts D%, and d° are getting close to each other. The results of
CIM analysis indicate that component 1 (roller) is the most impor-
tant for the clutch resilience.

4.2 A Cantilever Beam-Bar System. A cantilever beam-bar
system as shown in Fig. 12 is modified from Refs. [36,40] as our
second example. There are three components in the system includ-
ing (1) bar, (2) beam, and (3) joint at the fixed point. The RBD
which defines the failure of the system is also given in Fig. 12.
There are brittle failure events in this example. The failure of
component 3 (i.e., joint at the fixed point) will change the limit
state function of components 1 and 2. Meanwhile, the failure
of the bar will trigger the change in limit state function of
component 3.

The time-dependent failure probabilities of the three compo-
nents are given by

p1(0, 1) =Pr{5F(7)/16 — S > 0, 3t € [0, 1]} 61)
pr(0, t) =Pr{LF(t) =M —2LS > 0, 3t € [0, 1]},
if component 3 fails (62)
pf2\3(07 t) = Pr{LF(T)/3 -M Z 07 Jt € [07 []}7
if component 3 fails (63)
pr3(0, 1) =Pr{3LF(1)/8 =M >0, 3t € [0, 1]} (64)

Ppp (0, 1) =Pr{LF(t) — M >0, 3t € [0, 1]}, if component 1 fails
(65)
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Table 5 Random variables of the cantilever beam example

Variable Distribution Mean Standard deviation Correlation
L Normal 5 0.05 N/A
S Normal 700 300 N/A
M Normal 150 30 N/A
F Normal 50 10 Eq. (66)
Table 6 Recovery data of the cantilever beam example

Pre Ve (Q(’/QU) Vr (Qr'/QU) At (yf)
Bar 0.9 0.6 0.85 0.05
Beam 0.8 0.8 0.85 0.01
Joint 0.85 0.7 0.75 0.05

A~ j 13 H 23 1
@01 My
©) L2
(a) (b)

Fig. 13 Modified RBD of the cantilever beam-bar system (ilj
stands for the failure of the ith component given that the jth
component fails in Egs. (61)—(65)): (a) failure sequences and (b)
RBD

0.99r 1

0.981 1

0.97r 1

Resilience

0.96 1

0.95r 1

0.94

0 5 10 15 20
(0, t) (Years)

Fig. 14 Resilience of the cantilever beam-bar example

Table 5 gives the random variables and stochastic load process
of the cantilever beam-bar system. The Qol of this example is the
cost of the system. Table 6 gives the assumed recovery data of the
three components for the resilience assessment of the cantilever
beam-bar system. The average quality loss rate (v = Q/Qy) dur-
ing revoery is 0.6/year. In this example, the load F(¢) is modeled
as a stationary Gaussian stochastic process and the correlation of
the stochastic process is given by

(0, 1) = exp(—(t2 — 11)?) (66)

Equations (61)—(65) show that each component has two-stage

failure paths. Based on the relationship between the trigger events
and the resulted failure modes, the RBD as shown in Fig. 12 is
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Fig. 15 CIM analysis of the cantilever beam-bar example

modified as Fig. 13, which is the same as that presented in Refs.
[36,40].

Based on the modified RBD, we perform time-dependent sys-
tem reliability analysis and resilience assessment for the system.
Figure 14 gives the resilience of the system over twenty years.
Figure 15 presents the CIM analysis results.

The result illustrates that the resilience decreases with time and
component 2 (Beam) and 3 (Joint) are more important than com-
ponent 1 (Bar) for the system resilience.

5 Conclusion

A new resilience metric is proposed in this paper in order to con-
nect resilience assessment to engineering design, by investigating
the effects of failure, recovery, and the system failure paths on sys-
tem resilience. The proposed resilience metric is expressed as a
function of time-dependent system failure paths, reliability, and
recovery probability. This builds a bridge between design and the
resilience metric. A new time-dependent system reliability analysis
method is presented to efficiently evaluate system resilience based
on the proposed resilience metric. Resilience sensitivity analysis
and CIM are also discussed based on the proposed metric to study
the connection between resilience and design. Two numerical
examples illustrate the effectiveness of the proposed method.

In the proposed resilience metric, the recovery probability of a
component is assumed to be constant. In reality, the recovery
probability may be random as well. How to integrate the health
monitoring system into the proposed resilience metric needs to be
investigated in the future. Other future needs include considering
redundancy [18] among components in the system resilience
assessment, accounting for the interdependency between different
components and multiple failure sequences, considering different
types of recovery scenarios, and learning the interdependence
between components using BNs.
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